
How Computer Algorithms
Expose Our Hidden Biases

Revisited

Victor Zimmermann

PyData SW



White man explains racism.



Personal primer. 1

I am not the most qualified person to talk about this subject.

• I am a Caucasian man from a somewhat privileged background.

• I have not experienced discrimination first-hand.

• My involvement with the topics discussed here have so far been limited to
academic discourse.

As a result, I can not accurately speak on the true impact of bias in machine learning.
This omission should not be taken as a lack of importance.
Every point made here should be considered within the context of the millions of
people affected by algorithmic decision making every day.



Why bias? 2

Then why talk about bias in machine learning at all?

• Biased algorithms are an intrinsicmachine learning problem.

• There is a major awareness gap between researchers, developers and the general
public.

• Imbalance of research on debiasing versus bias agnostic systems.



Terminology: Bias 3

Bias (Hardt, et al. 2016)
Inconsistent behaviour of a system towards input from different demographic
groups.

Disparate Treatment
Different treatment because of
some protected attribute, i.e. driven
by discriminatory intent.

Disparate Impact
“Practices that are fair in form, but
discriminatory in operation.”
Griggs v. Duke Power Co., 401 U.S.
424 (1971)



Bias encoded.



Netflix controversy 4



Netflix’ artwork selection algorithm 5

“If the artwork representing a title captures something compelling to you, then it acts
as a gateway into that title and gives you some visual “evidence” for why the title
might be good for you.” [Cha+17]



Netflix’ response 6

“We don’t ask members for their race, gender or ethnicity so we cannot use
this information to personalise their individual Netflix experience. The only
information we use is a member’s viewing history.” [Iqb18]



Terminology: Proxies and masking 7

Proxy
A variable that is highly dependent
on the protected attribute.

Masking
Intentionally using proxies to mask
discriminatory intent.

In practice, there should not be made a distinction between disparate treatment and
impact, as discriminatory proxies can be selected with malicious intent.



Bias in human languages 8

Spoiler: All human language is biased.

Bias in not necessarily performance based. [Tan90][GMS98]
Instead it can also be encoded in orthography, lexicography or grammar of a language.

• Asymmetrically marked gender (generic masculine, e.g. actor vs actress)

• Quantity of gendered insults 1 [Sta77]

• Naming conventions (e.g. Chastity vs. Bob) [Swe13]

1Wikipedia lists 22 misogynistic and 5 misandric slurs.



Debiasing word embeddings 9



Word embeddings 10

What are word embeddings?

Condensed mathematical representations of collocations. [Mik+13]

CHICAGO – Former President Barack Obama
campaigned in Chicago and northwest Indi-
ana on Sunday, just days ahead of Tuesday’s
midterm elections.
Obama spoke Sunday afternoon at a get-
out-the-vote rally in Gary, Indiana, support-
ing Democrat U.S. Sen. Joe Donnelly. The rally
ended at about 3 p.m. and then spoke a rally
at ...

⇒

−−−−→
Obama(0.2, 0.6, ...)
−−−−→
speaks(0.1, 0.8, ...)
−−−−−→
Chicago(0.3, 0.2, ...)
−−−→press(0.0, 0.5, ...)

...

⇒

−−−−→
Berlin−

−−−−−−→
Germany +

−−−−−→
France =

−−−→
Paris

−−→
king −−−→man+−−−−−→woman = −−−→queen
−−−−−−−−−→programmer −−−→man+−−−−−→woman =

−−−−−−−−→
homemaker



Word embeddings 11

What are word embeddings used for?

• Similarity measures [Kus+15]

• Machine translation [Zou+13]

• Sentence classification [Kim14]

• Part-of-speech-tagging [SZ14][RRZ18]

• Dependency parsing [CM14]

• Semantic modelling [Fu+14]

• Coreference resolution [Lee+17]

Basically the entire field of Computational Linguistics.



Debiasing word embeddings 12

What if we just remove gender?

• Take “good” analogies,
e.g. man-woman, he-she, king-queen, etc.

• Extract some average “gender vector” from their embeddings.

• Substract this new vector from all other relations.



Debiasing word embeddings 13

Word setsW , defining subsets
D1, D2, ..., Dn ⊂ W , embedding
{w ∈ Rd}w∈W , integer parameter k ≥ 1, with

µi :=
∑
w∈Di

w/|Di|

being the means of the defining subsets.

Bias subspace B consists of the first k rows of
SVD(C), where

C :=

n∑
i=1

∑
w∈Di

(w − µi)
T (w − µi)/|Di|.

Words to neutraliseN ∈ W , family of
equality sets ε:= {E1, E2, ..., Em}, Ei ⊆ W ,
with reembedded words w ∈ N defined as

w := (w − wB)/|w − wB |

. For each set E ∈ ε, let

µ :=
∑
w∈E

w/|E|

v := µ− µB

For each w ∈ E,w := v +
√

1− |v|2 wB − µB

|wB − µB |



Debiasing word embeddings 14

• This method leads to very little performance loss.

• It has been shown to work for different kinds of biases.

• It does nothing for downstream tasks.

“However, we argue that this removal is superficial. [...] The actual effect is mostly
hiding the bias, not removing it. [...] Existing bias removal techniques are insufficient,
and should not be trusted for providing gender-neutral modeling.” [GG19]



Bias enhanced.



The unique bigotry of machine learning 15

Why are machine learning techniques so vulnerable to exhibit biases?

“Traditional forms of data analysis [...] simply return records or summary statistics in
response to a specific query [...]. [Machine learning] automates the process of
discovering useful patterns, revealing regularities upon which subsequent decision
making can rely.” [BS16]

In contrast to trained statisticians, machine learning systems have no concept of
causality.



Terminology: Bias in machine learning 16

Target variable
The attribute our system wants to
measure, i.e. credit-worthiness,
probability of recidivism, being a
good student.

Class labels
Mutually exclusive, classifiable
categories, i.e. default rates, arrests
within two years, test scores.

Protected attribute
E.g. race, colour, sex, language, religion, political or other opinion, national or
social origin, property, birth or other status.



Terminology: Equalised odds and equal opportunity 17

Equal odds
A system is said to satisfy equal
odds if the predictor and the
protected attribute are independent
conditional on the target variable.

Equal opportunity
A system is said to satisfy equal
opportunity if the predictor and the
protected attribute are independent
conditional on the target variable
for beneficial class labels.



Bias in health risk assessment [Obe+19] 18

• A widely used algorithm to determine health needs of patients exhibits racial bias.

• At a given risk score, Black patients are considerably sicker than White patients.

• Health as target variable not directly accessible.

• Instead, the system minimises the projected health cost of a patient.

• As a result of historical, cultural and institutional racism, Black patients receive
treatment later than White patients and are more often misdiagnosed.

• The target variable is (largely) independent on race, the class label (risk score) is
dependent on race through the proxy of health costs.



Bias in dialect processing 19

Common language identification systems use extensive news corpora for training.

+ Big corpora in most languages.

+ Mostly “unbiased” texts.

- Written in main dialect.

- Privileged writing staff.

Problem: African American English is 20% less likely to be classified as English than
Standard English. [BO17]



Debiasing dialect processing 20

Solution by Blodgett, Green, and O’Connor (2016):

1. Use US Census data und geolocated tweets to estimate race of user,

2. Train classifier to identify “race” of a given tweet, based on high AA tweets from
first set.

Result:

• Build new corpus from high AA tweets.

• (Find out that “Asian” captures all foreign languages and use that fact for
classification.)



Bias amplification 21

Word embeddings, language classification and tons of other tasks not mentioned here
(e.g. coreference resolution) are fundamental NLP tasks, often performed in
preprocessing.

As a result, downstream tasks often not only reproduce bias, they amplify it. [Zha+17]

Using a kind of affirmative action, bias can be reduced after the fact [HPS16], but only
with substantial performance loss and access to the protected attribute.



Bias enabled.



Google’s image recognition controversy 22

Google automatically labels pictures according to their content.

Source: @jackyalcine on Twitter



Google’s image recognition controversy 23

Their solution:

Source: www.theverge.com (visited on 2018-11-06)

www.theverge.com


Facebook 24

Actual quote from an actual Facebook employee
“We started out of a college dorm. I mean, c’mon, we’re Facebook. We never
wanted to deal with this shit.” [Sha16]



Facebook 25

Possible cause of this apathy:
(Don’t quote me on this.)



Diversity 26

• Recent headlines show even internet giants are largely unaware of the issue.

• Even though the user base is diverse, the people writing the code are not.

• There are systemic issues that go beyond algorithmic bias, that lead to biased
systems that should not have passed the testing stage.



Conclusions.



Main takeaways 27

• Bias is a defining problem of machine learning.

• Neglecting to address bias crosses into unethical behaviour as soon as peoples
lives are affected.

• Try to think about bias every step of the way.

• Diverse staffing makes a difference.

• Training data makes a difference.

• Awareness makes a difference.



28

Thank you!

Slides, resources and contact info:

 vz@koenigsweg.com

 gitlab.com/axtimhaus

 linkedin.com/in/viczim/

 axtimhaus.eu

 @dieaxtimhaus



Further reading 29

Getting Specific About Algorithmic Bias - Rachel Thomas at PyBay 2019

Big Data’s Disparate Impact - Solon Barocas, Andrew D. Selbst

Ethical Implications of Bias in Machine Learning - Adrienne Yapo, Joseph Weiss

AI Fairness 360 Open Source Toolkit - IBM Research Trusted AI

https://www.youtube.com/watch?v=S-6YGPrmtYc
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2477899
https://aisel.aisnet.org/hicss-51/os/topics_in_os/6/
https://aif360.mybluemix.net/
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